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Abstract- The machine interference queue with Erlangian interarrival and
exponential service time is solved for the steady-state case and heterogeneous
repairmen .The queue discipline considered here is first in first out(FIFO). The
recurrence relations that give all the probabilities in terms of P, and some measures
of effectiveness are derived. Also, some special cases are deduced.
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1- Introduction
Kleinrock [4] studied the queue : M/M/C/k IN, Gross and Harris [3] discussed the

queue :M/M/C/ k / N with Spars , Medhi [6], Bunday [1] and White et al [9] treated
the queue : M/M/C/ k | k . Shawky [7] treated the queue : M/M/2/ k /N with balking,
reneging and two heterogeneous repairmen. The present work treats the queue:
E,./M/2/k/N with heterogeneous repairmen. The recurrence relations that give all the
probabilities in terms of P, . and some measures of effectiveness are derived. Finally,
some special cases are obtained.

2- Model Description

Consider the two heterogeneous servers ( repairmen ) interarrival Erlangian
queue having r-stages each with interarrival rate rA and where its service time
distribution is an exponential with service rates pq, and u, (g > uy). We assume
that we have a finite source ( population ) of N customers and the system has a
finite waiting room such that the total number of customers(machines)in the
system is no more than k( k < N). The queue discipline considered here is a
modification of both Singh (m; = 1,m, = 0)[8] and Krishnamoorthi [5], and it
shows that:

(i) If both repairmen are free, the head customer of the queue goes to the first
repairman with probability 7, or to the second repairman with probability
my thus my + my = 1.

(i) If only one repairman is free, the head machine goes directly to it

(1ii) If the two repairmen are busy, the machines wait in their order until any
repairman becomes available.



3- The Steady- State equations and their solution

Define the equilibrium probabilities:

Po,o,s= prob. {there is no machine in the systemand s** arrival stage

occupied the next arriving machine},

P10.+= prob. {there is one machine in repairman Jand s*" arrival stage

occupied the next arriving machine},

Po,1.s= prob. {there is one machine in repairman I7and s** arrival stage

occupied the next arriving machine},

Pn s= prob. {there are n_machines in the system and s*"* arrival stage occupied

the next arriving machine} , n=2.,3,.k; s=1,2,...r

Also, pos = Po,os » P1s = P1os T Po1,s ad pas = Pras-

Consequently, the steady-state probability difference equations are:

NrApoo1 = M1P1,0,1 + H2Po,11

NrApoos = NrApoos—1 + M1P1,0s + M2Po1s S = 2(D7

{(N = 1372+ uy}p1,01 = NrAT P o r + H2P1,11
{(N=1}A+pwlp1os = N= DrApios-1 + K2P11s 5= 2(D)r
{(N = 1372 + pz3po,1,1 = Nrrmy, poor + M1DP1,11

{(N= 132+ p}po1s = N=1)7TApygs—1 + WP11s -5 = 2(Dr
{(N=n}rA+wpp1 = (N=n+ DrApy_1, + UPnt11

{(N - n}r?\ + u}pn,,s = (N - n)r)\pn,s—l + U Pn+1s, s= 2(1)[‘
{(N=E}rA+ wiprs = (N =k + D1A,pr—1, + (N =K 7TApy

{(N = K}rA+ wipi,s = (N=KTA,ps—1, s=2(Dr

where : U=p+ .

\

(1)

(2)

,n=2(1) k-1,(3)

(4)



Summing up equation (1) over s we get:

NrApoor = M1 2sP1os + Hz 2sPo1s- (5)

Summing up equation (2) over s, and using (5) we obtain :

(N = Drdpyr = HXsP2s (6)
Also, summing up equations (3) over s atn =2 and using (6) we obtain:

(N —2)rdpyr = UXsP3s (7)
Similarly, summing up equations (3) over s for n=3(1) k-1 and using (7) we obtain:

(N =n)rdppr = W2sPnt1s » n=3(1) k-1 (8)
From the second equation of (4), we get :

Prs =@ +v) 7 Pryr s s=1(1) r (9)

From equations (3) and (8) we get :

pn,r = Tn Zs pn+1,s ’

and

Pns—1 = (1 + yn)pn,s ~ YnPn+1,s » s=1(1)r; n=2(1) k-1,

or
r r—s—1 1 i+1
Pns = Yn(l + yn)r—s {z Pn+1,i — z (1 + ) pn+1,r—i};
i=1 i= Yn
n=2Mk-1;s=11)r -1,
and
Pnr =Vn Zg=1 Pn+1, »N = 2 (1)k -1 (10)
. — [ — —
where: Yo = o M 2Dk -1.

From equations (1) and (2) we have:

Po,0,1 = P1P1,01 + P2Po,1,1

Po,o,s = Po,0,s—1 + P1P1,0,s + P2Po,1,s s=1(Dr
or
Poo,s = Zf:1(q)1p1,o,i + (szo,l,i) ) s=1()r. (11)

Thus , from equation (2) we get:



P01 = limipoor + 821P2,1,

Pios = UP10s-1 +821P2s, s=2(Dr
or

Pros =1 mpoor + 821 Xic1 i p2sis s=1D)r.
Also, from the equation (2) we get:

Po1s = B3mapoor + 812 Li=1 15 P2 » s=1(1)r,

where , ®; = ;Tlﬂ(l =1,2), l; = ;(l =1,2), g12 = M1 and g21 =

1+(Di Nri +H2

From (12) and (13) we get:

p1s = Uy + Br)poor + Xim1 (92157 + G217 + 91205 Dp2r v S= (D)1

From equations (6) and (14) with s=r we get:

— -y ) )
Po,or = i1+, Zz=1 Ni D2,
_ kK —i - i
where , ni = (N—DrA + gZ,llg b+ 91,215 Li=1,2
Thus:
_ limy r + ZS ls—i \
P1os = i=1Mi P2,i T Y21 Li=12 P2,

l’iT[l ‘HET[Z

S=1(1) r

Po1s = T+ lzﬂz Th P2, T 91,2 5 le
J

Using the equations (9)-(14), we get the recurrence relations as:

Pis = (1 + Vi) " Pir

r—s—1

r 1 i+1
s = Vn (1 + Vn)r_s {Z pn+1,i - Z (1 + Y, ) pn+1,r—i}
i=1 "

i=0

nm=2M0k-1;s=1(r-1

Pnr =Vn Z;=1 Pn+1i s = 2 (1)k -1,

l17T1
p1,0,5=lrn1+lzn2 anp21+g21zll P2, »

L,
p0,1,5=lr7_[1+l T, anp21+g12zlz P2, »

and

Poo,s = Zle((blpl,o,i + (szo,l,i) , s =1(D)r.
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Equations (17) — (21) are the required recurrence relations that give all probabilities in terms of
Py, » which itself may now be determined by using the normalizing condition:

K o Xt—1Pns = 1, hence all the probabilities are completely known in terms of the queue
parameter.

Thus, the expected number of machines in the system and in the queue are calculated from the
formula

L= Zfl=1 =1 Pns » Lg= $1=1 Ys=1(n — 2)pn,s
and the expected waiting in the queue and in the system
Lq L X u
we== , w=g3 where 1 =2(L—L,).
4-Numerical Work

The following example illustrates the method discussed above.

Example: In the system: E, /M /2/k/N letting r =2, k =3 and N = 4, i.e., the queue :
E, /M/2/3/4, the results are:

P31 =aP;, , P,y =biP3,, P, = by Py, v Pro1 =Pz,
Pio2 = P35, Poi1=diPsy, PByip =dyPs, Poo1 =e1bs;,
Pooz = exP3, Po =PRyo1+ P2

where:

a=0+y3), by =v[A+y)a+1)—-1], b, =y(a+1) ,

_hm 81 u
“= l%nf:ll%nz (m,by +m,b2) + g21b1, l, = e ¢y = i
m, 81 I
C; = m(mbl +n,b,) + g21(Libiby) , 1y = TR by = &
72 251
& = T i, (bt mb) F g2k g =gy
_ b (n,b1 +1,b7) Lby b __H
Z_W n,01 + 1,0, + 912(lzb14by) 92'1_8/1+/,¢1'
K u
e = d)lcl + ¢2d1 ) €, = ¢1(C1 + Cz) + ¢2(d1 + dz), Y3 = ﬁ , V2 = ﬁ

and

m=ttg, i +g,L " i=12.

From the normalizing condition: Y3 _y>2_; P, ; = 1, we have
Pl =[l+a+b +by+ci+c,+dy+dy+ejre].
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Therefore, the expected numbers of customers in the system and in the queue are,
respectively.

L=[C1+C2+d1+d2+2b1+2b2+3a+3]P3'2
Lg = (a+ 1Py,

and the expected waiting time in both the system and the queue are obtained by

Lq

and w, = <

ot~

W=
where 1= %(L—Lq),u=u1 + Up.

Now, we introduce the two tables for some measures of effectiveness at ; = 0.6 and
m, = 0.4 for the different values of A and u when one of them is fixed.

Table.l: u =10, (u; = 6,u; = 4)

A Py L Lq w A

3 0.170 1.21 0.0924 0.216 0.0165
4 0.115 1.44 0.162 0.225 0.0253
5 0.0803 1.64 0.236 0.234 0.0337
6 0.0507 1.81 0.306 0.241 0.0408
7 0.0423 1.97 0.372 0.246 0.0465
8 0.032 2.08 0.430 0.252 0.0521

Table 224 =3, (U, = 2,41 = p—2)

H ) L Lq w Wq

5 0.0573 1.81 0.306 0.483 0.0816
6 0.0785 1.64 0.236 0.390 0.0562
7 0.100 1.52 0.185 0.324 0.0394
8 0.121 1.41 0.147 0.279 0.0291
9 0.140 1.31 0.117 0.245 0.0219
10 0.159 1.23 0.0950 0.216 0.0167

From the numerical results, it is clear that L, L, w, and w, are increasing as A is

increasing and decreasing as u is increasing. While P, is increasing as u increasing and
decreasing as A increasing.




5- special Cases
Some queuing systems can be obtained as special cases of this model:

(i) 1fr=1 we get the model : M/M/2/ k IN, which was studied by Shawky [7] at a= 0 and
p=1

(i)If . k=N —>oo,r=1,m; =1 ,andm, = 0 we obtain the queue M/M/2 which was
studied by Singh[8]

(iii) If k=N =m, u; = uy and m; = m, = 1/2,we get the homogeneous repairmen model
:E./M/2/ m/m, which was studied by EI-Paoumy [2] at C=2

Also, if r =1, the system becomes : M/M/2/ k | k which was discussed by White et al. [8],
Medhi [6], Gross and Harris [3] and Bunday [1].

6-Conclusion

In this paper, the machine interference model: E, /M /2/k/N is studied with two
heterogeneous repairmen. The recurrence relations that give all the probabilities in terms of
P, , are derived. We illustrated the method by a numerical example and deduced the expected
numbers of units in the system and in the queue, also the expected waiting time in the system
and in the queue are derived. Some special cases are obtained.
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