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Abstract  

         We presented a new three-parameter distribution known as the 
Kumaraswamy Muth distribution (KMD)  in this study. It extends the Muth 
distribution, a continuous random variable widely used in reliability theory. 
The KMD distribution and its mathematical properties are examined, 
including the derivation of the quantile function, probability density and 
distribution functions, moments, generating function, and order statistics. 
Model parameters are estimated using the maximum likelihood method, and 
practical applications are utilized to illustrate the versatility of the KMD 
distribution. 

Keywords: Muth distribution, maximum likelihood estimation; moment 
generating function; hazard rate; Kumaraswamy distribution function; order 
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Introduction 

Muth [1] introduced a continuous probability distribution suitable for reliability 
analysis. When the probability density function is defined as such, a random 
variable Y is characterized as having a Muth distribution with a parameter. 
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(ߙ;ݕ)݂ = (݁ఈ௬ − ݌ݔ݁	(ߙ ቆݕߙ −
1
ߙ

(݁ఈ௬ − 1)ቇ ݕ					, > 0																			(1) 

The cumulative distribution function of Y , is the following : 

(ߙ;ݕ)ܨ = 1 − ݕߙቆ݌ݔ݁	 −
1
ߙ

(݁ఈ௬ − 1)ቇ ݕ										, > 0																										(2) 

Where ߙ ∈ (0	,1) is a shape parameter. The following facts help to explain 
the Muth distribution: [2] 

 As λ tends toward 0, it resembles the standard exponential distribution 
with a parameter of 1. 

  In the right tail, it exhibits less probability mass than common gamma, 
log-normal, and Weibull distributions. 

 This distribution conforms to the requirements for generating random 
variables. It also upholds the relationship between mode, mean, and 
median. 

 Additionally, it offers sample flexibility to handle unique lifetime datasets, 
particularly those derived from reliability experiments. 

Kumaraswamy (1980) [3] introduced a two-parameter probability distribution 
over the interval (0, 1) as an alternative to the beta distribution. This 
distribution is known as the Kumaraswamy distribution and is denoted as 
Kum (a, b). The probability density function for this distribution can be 
defined as follows: 

௄݂௨௠(ݕ) = −௔ିଵ(1ݕܾܽ		 0						௔)௕ିଵݕ < ݕ < 1						(ܽ, ܾ) > 0			(3) 
, and cumulative function is  

௞௨௠ܨ = 1−(1− 0			௔)௕ݕ < ݕ < 1,							(ܽ, ܾ) > 0																									(4) 
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Jones (2009) [4] demonstrated that, much like the beta distribution, the 

Kumaraswamy distribution possesses characteristics such as being 

unimodal, uniantimodal, and exhibiting properties of both increasing and 

decreasing density depending on the parameter values. Additionally, he 

pointed out that the Kumaraswamy distribution offers advantages for 

simulation studies due to its straightforward cumulative distribution function 

and quantile function, as well as a simple normalizing constant and explicit 

formulas for the distribution and quantile function that do not rely on special 

functions. It also provides a simple formula for generating random variables 

and computing L-moments. 

In contrast, Jones highlighted some advantages of the beta distribution, 

such as being a one-parameter sub-family of symmetric distributions, 

simpler moment estimation, and more versatile methods for generating the 

distribution through physical processes. The beta distribution also offers a 

simpler formula for moments and moment generating functions. 

Due to these considerations, Cordeiro and de Castro (2011) [5] introduced 

the beta-generated family as an alternative to the beta distribution, 

employing the Kumaraswamy distribution instead. This family is defined for 

an arbitrary baseline cumulative distribution function and probability density 

function (pdf) in a generalized form. 
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;ݕ)ܨ ܽ,ܾ) = 1 − (1 −  ௔)௕                                          (5)(ݕ)ܩ

,ܽ;ݕ)݂ ܾ) = −௔ିଵ(1(ݕ)ܩ(ݕ)݃	ܾܽ                                                    (6)	௔)௕ିଵ(ݕ)ܩ

       In the forthcoming sections, we will explore a novel generalized 

distribution named the Kumaraswamy Muth distribution (KMD). This 

distribution is formed by introducing Kumaraswamy (1980), Cordeiro 

and de Castro (2011), and Muth distributions. We will examine the 

statistical properties of KMD. 

The structure of this paper is as follows: In the next section, we will 

introduce the cumulative distribution function (cdf), probability density 

function (pdf), and hazard rate functions of the KM distribution, 

accompanied by corresponding figures. 

Section 3 will be further divided into five parts: 

Section 3.1 will delve into the expansion of the cdf and pdf of the 

KM distribution. 

In Section 3.2, we will present the quantile function of the KM 

distribution. 

Section 3.3 will focus on the presentation of r-th moments of the 

KM distribution. 

The final part of Section 3 will discuss order statistics functions. 
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In Section 4, we will employ the maximum likelihood method to 
estimate the model parameters. 
Section 5 will demonstrate the practical application of the KM 
distribution using a real dataset. 
Lastly, the conclusion will be presented in the last section. 
2. The Kumaraswamy Muth distribution: 
In this section the cdf ,pdf and hazard functions of Kumaraswamy Muth 
distribution(KMD) will be introduced by setting the Muth bassline function 
(1.1) and (1.2) in equations (1.5) an(1.6), then the cdf and pdf of the KMD 
are obtained as follow: 

(ݕ)௄ெܨ = 1− ቊ1− ൤1− exp	(∝ ݕ −
1
∝

(݁∝௬ − 1)൨
௔

ቋ
௕

,							ܽ,ܾ,∝> ݕ				.0 > 0									(7) 

and 

௄݂ெ(ݕ) = ܾܽ(݁∝௬	−		∝) exp ൬∝ ݕ − ଵ
∝

(݁∝௬ − 1)൰ ቂ1 − exp	(	∝ ݕ − ଵ
∝

(݁∝௬ − 1)ቃ
௔ିଵ

  

   																			× ቄ1− ቂ1− exp	(∝ ݕ − ଵ
∝

(݁∝௬ − 1)ቃ
௔
ቅ
௕ିଵ

,				ܽ, ܾ,∝> ݕ				.0 > 0			,					(8) 
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Figure 1 Cumulative Distribution Function of Kumaraswamy Muth  Distribution 
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The concept of failure rates, also known as hazard rates, and survival 
functions plays a crucial role in various domains, including industry, 
engineered systems, finance, and forms the foundation for designing social 
security, medical insurance, and safety systems across diverse applications. 
The survival and hazard rate functions for a random variable Y following the 
Kumaraswamy distribution can be expressed as follows: 

(ݕ)ܵ = 1 − (ݕ)ܨ = ቊ1 − ൤1 − exp	(∝ ݕ −
1
∝

(݁∝௬ − 1)൨
௔

ቋ
௕

 

ℎ(ݕ) =
(ݕ)݂
 (ݕ)ܵ

ℎ(ݕ) =
ܾܽ(݁∝௬−∝) expቆ∝ ݕ − 1

∝ (݁∝௬ − 1)ቇቂ1− exp	(∝ ݕ − 1
∝ (݁∝௬ − 1)ቃ

௔ିଵ

1− ቂ1− exp	(∝ ݕ − 1
∝ (݁∝௬ − 1)ቃ

௔ ݕ				, > 0					(9)		 
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                               Figure 2 Hazard Rate  of Kumaraswamy Muth  
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3. The statistical Properties: 

The quantile function, random variable generation function, moments, 
moment generating function, skewness, kurtosis, and order statistics are 
some of the statistical properties of the KM distribution that are obtained in 
this section. 

3.1 Expansions for the cumulative and density functions [5] 

  The expansion for the cumulative distribution function of KM distribution 
can be derived by using the generalized binomial theorem. For any real 
number r > 0 and |z| < 1 the binomial expansion is 

(1 − ௥(ݖ = ෍(−1)௜ ቀ݅ݎቁ ݖ
௜

ஶ

௜ୀ଴

 

where  ቀ݅ݎቁ = ௥(௥ିଵ)……..(௥ି௜ାଵ)
௜!

 

Using the binomial expansion in equation (2.1), we get the cdf as a power 
series expansion as follows 

(ݕ)௄ெܨ = 1 −෍(−1)௜ ቀܾ݅ ቁ ൤1 − exp	(∝ ݕ −
1
∝

(݁∝௬ − 1)൨
௜௔ஶ

௜ୀ଴

 

using the binomial expansion, again in the last term of above equation , we 
get the expansion of cdf as follow 

(ݕ)௄ெܨ	

= 1 −෍෍(−1)௜ା௝ ቀܾ݅ ቁ ൬
ܽ݅
݆ ൰ ݁

௝ቂఈ௬ିଵఈ(௘∝೤ିଵ)ቃ
ஶ

௝ୀ଴

ஶ

௜ୀ଴

																																(10) 

Differentiating (11) with respect to x gives the expansion of pdf as follow 

௄݂ெ = (݁∝௬−∝)෍෍(−1)௜ା௝ ቀܾ݅ ቁ ൬
ܽ݅
݆ ൰ ݆݁

௝ቂఈ௬ିଵఈ(௘∝೤ିଵ)ቃ
ஶ

଴

ஶ

௜ୀ଴

																					(11) 



–  2023 

 

 114 
 

 Figure 1 shows the different shapes of KM distribution pdfs, the shapes can 
be positively skewed. Figure 2 shows the cdf of KM distribution. 

 

 

3.2 Quantile function:[6]  

The quantile function of KMD distribution can be obtained by inverting (7) as 
follow 

(ݕ)௄ெܨ = 1 − ቊ1 − ൤1 − exp	(∝ ݕ −
1
∝

(݁∝௬ − 1)൨
௔
ቋ
௕

,							ܽ, ܾ,∝> ݕ				.0 > 0								 

(ݑ)ݍ =  (ݕ)ଵ௄ெିܨ

ݍ = 1 − ቊ1− ൤1 − ∝)	݌ݔ݁ ݕ −
1
∝

(݁∝௬ − 1)൨
௔

ቋ
௕

 

(1− (ݍ
ଵ
௕ = 1 − ൤1− exp	(∝ ݕ −

1
∝

(݁∝௬ − 1)൨
௔

 

൤1 − (1 − (ݍ
ଵ
௕൨

ଵ
௔

= 1− exp	(∝ ݕ −
1
∝

(݁∝௬ − 1) 
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Figure 3  Probability Density  Function  of Kumaraswamy Muth  Distribution 
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1− ൤1 − (1 − (ݍ
ଵ
௕൨

ଵ
௔

= ∝)	݌ݔ݁	 ݕ −
1
∝

(݁∝௬ − 1) 

݈݊ ൞1 − ൝1− ൤(1− (ݍ
ଵ
௕൨

ଵ
௔
ൡൢ =∝ ݕ −

1
∝

(݁∝௬ − 1) 

∝ ݕ −
1
∝݁

∝௬ = ݈݊ ൞1 − ൝1 − ൤(1 − (ݍ
ଵ
௕൨

ଵ
௔
ൡൢ −

1
∝																	(12) 

By using the LEMMA 1 (P. Jodr´a. )[7] 

ݕ =
1
∝቎lnቐ1−ቌ1− ൤(1− (ݍ

ଵ
௕൨

ଵ
௔
ቍቑ−

1
∝቏ −

1
∝ܹቌ−

1
݌ݔ݁∝ ቎lnቐ1−ቌ1− ൤(1− (ݍ

ଵ
௕൨

ଵ
௔
ቍቑ−

1
∝቏ቍ 

ݕ =
1
∝቎lnቐ1−ቌ1− ൤(1− (ݍ

ଵ
௕൨

ଵ
௔
ቍቑ−

1
∝቏ −

1
∝ܹ

⎝

⎜
⎜
⎜
⎛
−

1−ቌ1− ൤(1− (ݍ
ଵ
௕൨

ଵ
௔
ቍ

∝ ݁
ଵ
∝

⎠

⎟
⎟
⎟
⎞
 

ݕ =
1
∝
൥ln ൝1− ൭1− ൤(1 − (ݍ

ଵ
௕൨

ଵ
௔
൱ൡ −

1
∝
൩ −

1
∝ܹ

⎝

⎜⎜
⎛൭1− ൤(1− (ݍ

ଵ
௕൨

ଵ
௔
൱− 1

∝ ݁
ଵ
∝

⎠

⎟⎟
⎞
											(13) 

Additionally, for any α		∈ (0,1], q ∈ (0,1] and ݔ > 0, it can be checked that 

ቌଵିቈ(ଵି௤)
భ
್቉

భ
ೌ
ቍିଵ

∝௘
భ
∝

  ∈ (ିଵ
௘

, 0), since lim∝→଴శ 	
ቌଵିቈ(ଵି௤)

భ
್቉

భ
ೌ
ቍିଵ

∝௘
భ
∝

= 0, and also that 

lnቐ1− ൝1− ቂ(1 − (ݍ
భ
್ቃ

భ
ೌൡቑ − ଵ

∝
−∝ ݕ < −1, which infer that the Lambert W 

function in Eq. (above) correlate to the negative branch ିܹଵ.[8] 
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Then, let Y be a random variable following Kumaraswamy Muth distribution 
with parameters a, b> 0 and  

α		∈ (0,1]. The quantile function of Y, 	ܳ(ݑ;∝,ܽ,ܾ) , is 

,ܽ,∝;ݑ)ܳ ܾ) =
1
∝቎lnቐ1−ቌ1− ൤(1− (ݍ

ଵ
௕൨

ଵ
௔
ቍቑ−

1
∝቏ −

1
∝ ିܹଵ

⎝

⎜
⎜
⎜
⎛ቌ1− ൤(1− (ݍ

ଵ
௕൨

ଵ
௔
ቍ− 1

∝ ݁
ଵ
∝

⎠

⎟
⎟
⎟
⎞
									(14) 

The the median M(y) of KM distribution can be calculated by putting q=0.5 
as follows 

(ܻ)ܯ =
1
∝
൥ln ൝1 − ൭1 − ൤(1− 0.5)

ଵ
௕൨

ଵ
௔
൱ൡ −

1
∝
൩ −

1
∝ ିܹଵ

⎝

⎜⎜
⎛൭1 − ൤(1− 0.5)

ଵ
௕൨

ଵ
௔
൱ − 1

∝ ݁
ଵ
∝

⎠

⎟⎟
⎞
								(15)											 

By using Wolfram Alpha (https://www.wolframalpha.com/)  we can obtain 
result of the median. Also by putting q=0.25 and q= 0.75 we can be 
obtained the quartiles. 

3.3 Skewness and kurtosis: 

        The statistical measures of skewness and kurtosis consider important 
role in describing the shape parameters of the probability distributions. 
Based on quartiles Bowley’s introduced skewness measure (Kenney and 
keeping, (1962) as follows 

ܵ݇ =
ܳ(ଷସ)− 2ܳ൫ଵଶ൯ + ܳ(ଵସ)

ܳ(ଷସ) − ܳ(ଵସ)
																																												(16)													 

and the Moors’ kurtosis measure based on octiles (Moors (1988)) is given 
by 
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ݑܭ =
ܳ(଻଼) −ܳ(ହ଼) + ܳ(ଷ଼)− ܳ(ଵ଼)

ܳ(଺଼) −ܳ(ଶ଼)
																																	(17)													 

3.3 generating random variables: 

When ;∝, ܽ	ܽ݊݀	ܾ are known the quantile function of KM distribution can be 
used to generate KM random variables as follows  

ݕ =
1
∝
൥ln ൝1− ൭1− ൤(1− (ݑ

ଵ
௕൨

ଵ
௔
൱ൡ−

1
∝
൩ −

1
∝ ିܹଵ

⎝

⎜⎜
⎛൭1− ൤(1− (ݑ

ଵ
௕൨

ଵ
௔
൱− 1

∝ ݁
ଵ
∝

⎠

⎟⎟
⎞
								(18)	 

Where, u is generated number from the Uniform distribution (0, 1) 

3.4 Moments  

If Y has the KM distribution, then the The r-th moment of KM distribution 
will be given by following steps: 

/࢘ࣆ      = (࢘࢟)ࡱ = ∫ ஶ	࢟ࢊ(࢟)ࢌ࢘࢟
૙  

(ܚܡ)۳ = න ෍෍(−1)୧ା୨ ቀb
iቁ ൬

ai
j ൰ jܚܡ(e∝୷−∝)e୨ቂ஑୷ି

ଵ
஑(ୣ∝౯ିଵ)ቃ

ஶ

଴

ஶ

୧ୀ଴

	ܡ܌
ஶ

૙
 

(ܚܡ)۳ = ෍෍(−1)୧ା୨ ቀb
i
ቁ ൬ai

j ൰ j
ஶ

଴

ஶ

୧ୀ଴

න e୨ቂ஑୷ି(∝−e∝୷)ܚܡ
ଵ
஑(ୣ∝౯ିଵ)ቃܡ܌														(૚ૢ)

ஶ

૙
 

Put               ࣓࢐࢏ = ∑ ∑ (−1)௜ା௝ ቀܾ݅ ቁ ൬
ܽ݅
݆ ൰ ݆

ஶ
଴

ஶ
௜ୀ଴  

೤ഀࢋ

ࢻ
= ࢞    then      ࢟ = (࢞ࢻ)࢔࢒

ࢻ
		,							૚

ࢻ
< ࢞ < ∞    and    ࢟ࢊ = ࢞ࢊ

࢞ࢻ
 

By substituting in Eq(19 ) : 

E(y୰) = ω୧୨α୨ି୰e
୨
஑න (x − 1)x୨ିଵeି୶୨(ln(αx))୰dx

ஶ

ଵ
஑
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Ozlap and Bairamove [9] provide the following integrals, and it is noteworthy 
that these integrals bear a relation to the exponential integrals distribution, 
as observed in the work of Meijer and Baken.3.5 Order statistics 

Let (ܻଵ), (ܻଶ), … , (ܻ௡) are the order statistics of a random sample follows 
a continuous distribution with cdf (ݔ)ܨ and pdf ݂(ݔ). Then the pdf of ܺ(௞:୬) 
is  

௞݂:௡(ݔ) =
݊!

(݇ − 1)! (݊ − ݇)! ݂
−௞ିଵ[1[(ݔ)ܨ](ݔ) 	݇				,	௡ି௞[(ݔ)ܨ

= 1,2, … , ݊																								 
Then, the pdf of the k-th order statistics of the KM distribution is 
   
௞݂:௡(ݕ) =

݊! ܾܽ
(݇ − 1)! (݊ − ݇)!

(݁∝௬−	∝) exp ቆ∝ ݕ −
1
∝

(݁∝௬ − 1)ቇ ൤1− exp	(		∝ ݕ −
1
∝

(݁∝௬ − 1)൨
௔ିଵ

		

× 		 ቊ1 − ൤1− exp	(∝ ݕ −
1
∝

(݁∝௬ − 1)൨
௔

ቋ
௕ିଵ

൝1 − ቊ1 − ൤1 − exp	(∝ ݕ −
1
∝

(݁∝௬ − 1)൨
௔

ቋ
௕

ൡ
௞ିଵ

× ൝ቊ1 − ൤1 − exp	(∝ ݕ −
1
∝

(݁∝௬ − 			1)൨
௔

ቋ
௕

ൡ
௡ି௞

																											(20) 

if ݇ = 1, the pdf of order statistics is  

 
and if ݇ = n, the pdf of order statistics is 

 
 

  

(ݕ)݊:1݂ = ݕ∝݁)ܾܽ݊  ∝) expቆ∝ ݕ −
1
∝

ݕ∝݁) − 1)ቇ ൤1 − exp	(∝ ݕ −
1
∝

ݕ∝݁) − 1)൨
ܽ−1

ቊ1 − ൤1 − exp	(∝ ݕ −
1
∝

ݕ∝݁) − 1)൨
ܽ
ቋ
ܾ−1

× ൝ቊ1 − ൤1 − exp	(∝ ݕ −
1
∝

ݕ∝݁) − 1)൨
ܽ

ቋ
ܾ

ൡ
݊−1

                                                                                                      (21) 

݂݊ (ݕ)݊: = (∝−ݕ∝݁)ܾܽ݊ exp ቆ∝ ݕ −
1
∝

ݕ∝݁) − 1)ቇ ൤1 − exp	(∝ ݕ −
1
∝

ݕ∝݁) − 1)൨
ܽ−1

  

× ቊ1− ൤1 − exp	(∝ ݕ −
1
∝

ݕ∝݁) − 1)൨
ܽ

ቋ
ܾ−1

  

× ൝1− ቊ1 − ൤1− exp	(∝ ݕ −
1
∝

ݕ∝݁) − 1)൨
ܽ

ቋ
ܾ

ൡ
݊−1

                                                      (22) 
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4. Maximum Likelihood Estimation 

The maximum likelihood estimation (MLE) and approximate confidence 
intervals for the unknown parameters of the KM distribution will be 
discussed in this section. Let ଵܻ, ଵܻ, … , ௡ܻ is a random sample of size n from 
the KM distribution with density function: 

௄݂ெ(ݕ) = ܾܽ(݁∝௬−∝) expቆ∝ ݕ −
1
∝

(݁∝௬ − 1)ቇ ൤1 − exp	(∝ ݕ −
1
∝

(݁∝௬ − 1)൨
௔ିଵ

 

× ቄ1 − ቂ1 − exp	(∝ ݕ − ଵ
∝

(݁∝௬ − 1)ቃ
௔
ቅ
௕ିଵ

   ,						ܽ, ܾ,∝> ݕ				.0 > 0 

 Then the likelihood function (LF) is 

 
and the log-likelihood function (݈݊ℒ) is 
																												݈݊ℒ = ݈݊݊(ܾܽ)

+ (ܽ − 1)෍݈݊ ൤1 − exp	(∝ ௜ݕ −
1
∝

(݁∝௬೔ − 1)൨ 		+ (ܾ	
௡

௜ୀଵ

− 1)෍݈݊ ቈ1− ൤1− exp	(∝ ௜ݕ −
1
∝

(݁∝௬೔ − 	1)൨
௔

቉						
௡

௜ୀଵ

 

																	+෍݈݊(݁∝௬೔−∝)
௡

௜ୀଵ

		+ ෍ቆ∝ ௜ݕ −
1
∝

(݁∝௬೔ − 1)ቇ
௡

௜ୀଵ

																																						(24) 

Then, the maximum likelihood estimators (MLE) of ෠ܾ is 
෠ܾ = −

−݊

∑ ݈݊ ቈ1 − ቂ1− exp	(∝ෝ ௜ݕ −
1
∝ෝ (݁∝ෝ௬೔ − 1)ቃ

௔ො
቉௡

௜ୀଵ

																										(25)										 

where αෝ and ොܽ are the MLEs of the parameters α and ܽ, This can be 
derived by solving the non-linear equations below. 

ℒ = ܾܽ݊݊  ෑ൝(݁∝݅ݕ−∝) expቆ∝ ݅ݕ −
1
∝

݅ݕ∝݁) − 1)ቇ ൤1 − exp	(∝ ݅ݕ −
1
∝

݅ݕ∝݁) − 1)൨
ܽ−1݊

݅=1

× ቊ1 − ൤1− exp	(∝ ݅ݕ −
1
∝

݅ݕ∝݁) − 1)൨
ܽ

ቋ
ܾ−1

ൡ                                                            (23) 
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߲݈݊ℒ
ߙ߲ 	

= 	෍
(ܽ − 1) ൜− ൤ݕ௜ − ൬ݕ௜݁

∝௬೔

∝ − ݁∝௬೔
∝ଶ ൰൨ −

1
∝ଶൠ ቂexp	(∝ ௜ݕ −

1
∝ (݁∝௬೔ − 1)ቃ
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∝ (݁∝௬೔ − 1)

௡

௜ୀଵ
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1
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௔ିଵ
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1
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1
∝ (݁∝௬೔ − 1)ቃ
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1
∝ (݁∝௬೔ − 1)ቃ

௔

௡

௜ୀଵ
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௜݁∝௬೔ݕ
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݁∝௬೔
∝ଶ ቇ቉−

1
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௡

௜ୀଵ

௡

௜ୀଵ

 

 
∂݈݊ℒ
∂a

=
n
a +෍݈݊ ൤1− exp	(∝ ௜ݕ −

1
∝

(݁∝௬೔ − 1)൨
௡

௜ୀଵ

−෍
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1
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௔
݈݊ ቆ1− exp	(∝ ௜ݕ −
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1 − ቂ1− exp	(∝ ௜ݕ −
1
∝ (݁∝௬೔ − 1)ቃ

௔ 												(27)
௡

௜ୀଵ

 

By using iterative techniques like the Newton-Raphson algorithm the 
equations ෠ܾ, డ௟௡ℒ

డఈ
	 and ப௟௡ℒ

பୟ
 can be solved numerically 

5. Application[10] 

In this section the real data will be introduced as an application of KM 
distribution . the real data set presented by Bader and Priest (1982), the 
data represent the strength data measured in GPA, for single carbon fiber 
were tested under pressure at gauge time lengths of 20 mm with sample 
size =63. The data are introduced in the following table: 
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Table 1. Data set (gauge time lengths of 20 mm.)  

1.312 1.314 1.479 1.552 1.7 1.803 1.861 

1.865 1.944 1.958 1.966 1.997 2.006 2.021 

2.027 2.055 2.063 2.098 2.140 2.179 2.224 

2.24 2.253 2.27 2.272 2.274 2.301 2.301 

2.359 2.382 2.382 2.426 2.434 2.435 2.478 

2.49 2.511 2.514 2.535 2.554 2.566 2.57 

2.586 2.629 2.633 2.642 2.648 2.684 2.697 

2.726 2.77 2.773 2.8 2.809 2.818 2.821 

2.848 2.880 2.809 2.818 2.821 2.848 2.88 

The KM distribution will be fitted with above data,  inverse power Muth 
(IPM)[11] and  truncated Kumaraswamy exponentiated inverse Rayleigh 
(TKEIR ) distributions[12]. The MLEs and their standard errors for KM,  
(IPM),  and ( TKEIR) distributions, along with statistics criteria like, -
Maximized Loglikelihood (−L), Akaike Information Criterion (AIC), 
Consistent Akaike Information Criterion (ܥܫܣܥ), Bayesian Information 
Criterion (BIC) and Hannan-Quinn Information Criterion (HQIC) are 
computed for our data and displayed in Tables 2  The best model is the one 
that acquires the lowest values for the information criteria.  
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Table 2. The estimates and the standard errors (in parentheses) and 
goodness-of-fit statistics for bladder cancer patients’ data 

Model  a b ߣ ߚ ߠ -L AIC CAIC BIC HQIC 

KM (26.886) 10.017 (0.011) 
- -  

(32.612) (75.224) (76.277) (85.94) (79.438) 

IPM 1.459 - - 0.64 0.134  119.932 249.863 250.916 260.579 254.078 

TKEIR 2.638 2.638 13.803 2.637 - 0.563 195.701 401.402 402.455 412.118 405.617 

6. Conclusion 

In this article, we introduce a novel model termed the Kumaraswamy Muth 
distribution (KM), which serves as a generalization of the Muth distribution 
originally proposed by Muth in 1977. We explore various mathematical 
properties of this new model and also derive order statistics functions. To 
demonstrate the versatility of the KM distribution, we illustrate the shapes of 
its probability density function (pdf), cumulative distribution function (cdf), 
and hazard function. 

Furthermore, we employ the maximum likelihood method to estimate the 
model parameters. We then apply the KM distribution to two distinct real 
datasets, showcasing its practical utility. The results from these applications 
indicate that the KM distribution exhibits greater flexibility when compared to 
related models. 
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